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ABSTRACT

Introduction: zero-day attacks pose a critical cybersecurity challenge by targeting vulnerabilities that are 
undisclosed to software vendors and security experts. Conventional threat intelligence approaches, which 
rely on known signatures and attack patterns, often fail to detect these stealthy threats.
Method: this study proposes a comprehensive framework that combines AI technologies, including machine 
learning algorithms, natural language processing (NLP), and anomaly detection, to analyze threats in real 
time. The framework incorporates predictive modeling to anticipate potential attack vectors and automated 
response mechanisms to enable rapid mitigation.
Results: the findings indicate that AI-enhanced threat intelligence significantly improves the detection of 
zero-day attacks compared to traditional methods. The framework reduces detection time and enhances 
accuracy by identifying subtle anomalies indicative of zero-day exploits.
Conclusions: this research highlights the transformative potential of AI in strengthening threat intelligence 
against zero-day attacks. By leveraging advanced machine learning and real-time analytics, the proposed 
framework offers a more robust and adaptive approach to cybersecurity.

Keywords: Zero-Day Attacks; Artificial Intelligence; Threat Intelligence; Machine Learning; Anomaly 
Detection; Cybersecurity; Predictive Modeling.

RESUMEN

Introducción: los ataques zero-day representan un desafío crítico en ciberseguridad al explotar 
vulnerabilidades no reveladas a los desarrolladores de software y expertos en seguridad. Los enfoques 
convencionales de inteligencia de amenazas, que dependen de firmas y patrones de ataque conocidos, 
frecuentemente fallan en detectar estas amenazas sigilosas.
Método: este estudio propone un marco integral que combina tecnologías de IA, incluyendo algoritmos de 
aprendizaje automático, procesamiento de lenguaje natural (PLN) y detección de anomalías, para analizar 
amenazas en tiempo real. El marco incorpora modelos predictivos para anticipar posibles vectores de ataque 
y mecanismos de respuesta automatizada para permitir una mitigación rápida.
Resultados: los hallazgos indican que la inteligencia de amenazas potenciada por IA mejora significativamente 
la detección de ataques zero-day en comparación con métodos tradicionales. El marco reduce el tiempo de 
detección y aumenta la precisión al identificar anomalías sutiles que indican exploits zero-day.
Conclusiones: esta investigación destaca el potencial transformador de la IA para fortalecer la inteligencia 
de amenazas contra ataques zero-day. Al aprovechar el aprendizaje automático avanzado y el análisis en 
tiempo real, el marco propuesto ofrece un enfoque más robusto y adaptable en ciberseguridad.

Palabras clave: Ataques de Día Cero; Inteligencia Artificial; Inteligencia de Amenazas; Aprendizaje 
Automático; Detección de Anomalías; Ciberseguridad; Modelado Predictivo.
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INTRODUCTION
A zero-day vulnerability is a security flaw in software that developers are unaware of. The term Zero-

Day refers to the number of days the vulnerability has been known to interested parties. Systems remain 
unprotected until the vulnerability is discovered and patched.

Attackers aware of a zero-day vulnerability can infiltrate systems undetected. Antivirus programs and 
firewalls cannot protect against unknown vulnerabilities, putting entire organizations at risk.(1)

The Lifecycle of a Zero-Day Vulnerability:(2)

1. A security expert or hacker discovers the vulnerability.
2. Attackers exploit the vulnerability for financial gain, espionage, or other malicious purposes.
3. Security teams, incident response groups, or other specialists detect the ongoing attack.
4. Experts develop a patch to fix the vulnerability.
5. Organizations apply the patch, assess, and mitigate any damage caused by the exploit.

Figure 1. Lifecycle of a Zero-Day Vulnerability

Ali et al.(3), zero-day vulnerabilities are especially valuable on black markets, but they lose their worth to 
hackers once discovered. Zero-day attacks are among the most sophisticated cyber threats. Hackers exploit 
these vulnerabilities before the target organization becomes aware of them.

•	 Targeted zero-day attacks focus on high-value entities such as large organizations, government 
agencies, or high-ranking individuals. Attackers may exploit vulnerabilities in browsers, web applications, 
open-source components, IoT devices, etc.

•	 Mass zero-day attacks do not have a specific target but still cause harm to a large number of users. 
Major corporations, government institutions, and individuals with access to sensitive data are common 
victims.

Anyone seeking to benefit from a zero-day attack can be responsible. Motivations vary, including financial 
gain, seeking attention, corporate espionage, or cyber warfare.

High-profile zero-day attacks often make headlines, with different hacker groups either claiming or denying 
responsibility.

Identifying all vulnerabilities in thousands of lines of code is nearly impossible. Automated fuzzing and 
scanning help, but many flaws go undetected. Continuous updates and software modifications introduce new 
vulnerabilities before previous ones are even analyzed. Hackers use various techniques to discover weaknesses 
overlooked by software developers:(4)

•	 Fuzzing tools inject unexpected or incorrect data into applications and APIs, helping reveal memory 
corruption issues or logical flaws.

•	 Reverse engineering analyzes software functionality to find security gaps.
•	 Static code analysis identifies unprotected input fields, error-handling flaws, or data leaks.
•	 Network traffic monitoring detects unusual behaviors or responses that indicate security weaknesses.

Once hackers identify a weak spot, they carefully test it to avoid false positives and remain undetected. 
They may also create excessive loads to analyze the process more accurately.

If the exploit is successful, they analyze memory dumps or process behaviors to fully understand the 
vulnerability. Only after extensive preparation do they deploy the exploit without software developers noticing.(5)

Their next goal is to leverage the vulnerability before a patch is released. Common uses include:
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•	 Building infrastructure for ransomware or crypto miners that spread across vulnerable nodes.
•	 Launching targeted attacks on high-value entities and individuals.
•	 Selling the zero-day exploit on black markets to buyers interested in compromising specific 

software.

By the time security logs and monitoring systems detect the exploit, hackers may have already demanded 
ransom for sensitive data or established long-term hidden access to systems. According to Google’s Threat 
Analysis Group, 44 out of 69 zero-day vulnerabilities disclosed in 2023 were actively exploited between January 
and September. In 2022, 41 zero-days were found to be used for malicious purposes.

Security firm Mandiant reported that in 2022, nearly 70 % of all zero-day exploits targeted Microsoft, Google, 
and Apple products.(6)

Some of the most infamous zero-day attacks include:
•	 Facebook (April 2019): two third-party application datasets were found exposed online, containing 

540 million records of Facebook users, including comments, likes, reactions, and user IDs.
•	 Alibaba (November 2019): a hacker scraped customer data from Alibaba’s Taobao website for eight 

months using a web crawler, affecting 1,1 billion users.
•	 LinkedIn (June 2021): a zero-day vulnerability was exploited to scrape data from 700 million users 

(over 90 % of LinkedIn’s user base at the time). The attacker exposed data of 500 million users publicly 
and attempted to sell the full dataset.

Zero-day attacks remain one of the most dangerous cybersecurity threats, with organizations racing to 
detect and patch vulnerabilities before they are exploited.

Reducing zero-day risks is a critical aspect of cybersecurity, given the potential harm these vulnerabilities 
can cause before developers release a patch.(7)

•	 Patch Management and Updates: managing the release and installation of patches, along with 
regularly monitoring updates.

•	 Network Segmentation: reducing the impact of potential exploits by segmenting the network.
•	 System Isolation: isolating critical systems from less sensitive ones to prevent lateral movement 

by attackers.
•	 Application Whitelisting: allowing only authorized applications to run on a system, preventing the 

use of unauthorized programs.
•	 File Access Monitoring: implementing tools that analyze file access to detect abnormal activities 

within the system.
•	 Intrusion Detection and Prevention Systems (IDPS): using AI based for identifying and blocking 

potential zero-day threats by analyzing network traffic and system behavior.
•	 Robust Security Measures: deploying strong security measures at both the network and endpoint 

levels, including firewalls, antivirus software, and Endpoint Detection and Response (EDR) solutions to 
strengthen overall security.

•	 Incident Response Plan: developing and regularly testing an incident response plan to ensure a 
coordinated and effective reaction in case of a zero-day exploit, minimizing potential impact on systems 
and data.

Zero-day vulnerabilities are particularly dangerous due to their unknown nature. By the time the issue is 
identified and addressed, attackers may have already exploited it. Reducing zero- day risks requires a multi-
layered approach that combines technological solutions, user awareness, and proactive security measures.

This research will leverage AI-driven security solutions to detect, analyze, and mitigate zero- day 
vulnerabilities. AI enhances threat detection, automates responses, and strengthens network defense against 
evolving cyber threats in real time.

METHOD
To address the challenge of detecting zero-day attacks, this work proposes a deep learning- based Intrusion 

Detection System (IDS) that leverages Recurrent Neural Networks (RNNs). RNNs are particularly well-suited for 
analyzing sequential data, such as network traffic, due to their ability to capture temporal dependencies and 
patterns over time. This approach focuses on identifying anomalies in network traffic that may indicate zero-
day attacks.(8)

Approach: RNN-Based IDS for Anomaly Detection: the core approach involves utilizing an RNN- based IDS to 
analyze network traffic and detect anomalies that could signify zero-day attacks. The RNN processes sequential 
data, such as network flow or packet information, and learns to identify deviations from normal behavior. By 
training the model on labeled datasets, it can recognize patterns associated with malicious activity, even for 
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previously unseen threats.
RNN (Proposed): Recurrent Neural Networks excel in processing sequential data, such as network traffic, by 

capturing temporal dependencies, making them highly effective for zero- day attack detection.(9)

The use of these algorithms in zero-day attack detection depends on their strengths and suitability for 
analyzing network traffic and identifying anomalies. RNN, LSTM, and GRU are particularly effective for sequential 
data like network traffic, as they capture temporal dependencies and patterns over time, making them ideal 
for detecting unknown threats. Random Forest and CNN are robust for classification tasks, with Random Forest 
excelling in handling structured data and CNN adapting well to sequential data using 1D convolutions. SVM 
is effective for high-dimensional data but may struggle with scalability in large datasets. Decision Tree and 
KNN are simpler models, with Decision Trees offering fast performance and KNN relying on proximity-based 
classification, though both are less effective for complex, sequential data. Naive Bayes is lightweight and fast 
but limited by its assumption of feature independence, making it less suitable for detecting intricate attack 
patterns. Overall, RNN-based models (RNN, LSTM, GRU) are the most effective for zero-day attack detection 
due to their ability to model sequential dependencies, while other algorithms like Random Forest and CNN 
provide strong alternatives depending on the specific use case and computational constraints.(10,11)

LSTM: Long Short-Term Memory networks, an advanced variant of RNNs, are particularly adept at handling 
long-term dependencies in data, enhancing their ability to detect complex attack patterns.(12,13)

GRU: Gated Recurrent Units offer a streamlined alternative to LSTMs, delivering comparable performance 
with reduced computational complexity.(14)

Random Forest: this ensemble learning method leverages multiple decision trees to improve classification 
accuracy and robustness, though it may struggle with highly sequential data.(15) SVM: Support Vector Machines 
are powerful for high-dimensional data but can face scalability issues with large datasets.(16,17)

Decision Tree: a straightforward tree-based model that splits data based on feature values, offering fast 
performance but limited accuracy for complex tasks. KNN: K-Nearest Neighbors classifies data points based 
on the majority class of their nearest neighbors, making it simple but less effective for high-dimensional or 
sequential data.(18,19)

Naive Bayes: a probabilistic model based on Bayes’ theorem, often used for text classification, but its 
assumption of feature independence limits its effectiveness for complex network traffic analysis.(20,21)

CNN: Convolutional Neural Networks, typically used for image data, can be adapted for sequential data 
using 1D convolutions, providing a balance between performance and computational efficiency.(22)

Mathematical Framework
The hidden state ht of the RNN at time t is updated using the following equation:

𝒉𝒕 = 𝝈(𝑾𝒉𝒉{𝒕 −𝟏} + 𝑾𝒙𝒙𝒕 + 𝒃𝒉)

Where:
•	 ht: hidden state at time t.
•	 xt: input feature vector at time t.
•	 Wh: weight matrix for the hidden state.
•	 Wx: weight matrix for the input.
•	 bh: bias term.
•	 σ: activation function (e.g., ReLU or tanh).

This equation allows the RNN to maintain a memory of previous states and incorporate new input data, 
enabling it to capture temporal patterns in network traffic.(23)

Detection Strategy: Classification Using Softmax
The output of the RNN is classified using a Softmax function to determine the likelihood of the input being 

part of a zero-day attack. The output yt at time t is computed as:

𝒚𝒕 = 𝒔𝒐𝒇𝒕 𝒎𝒂𝒙(𝑾𝒐𝒉𝒕 + 𝒃𝒐)

Where:
•	 Wo: output weight matrix.
•	 bo: output bias term.

The Softmax function converts the output into a probability distribution over multiple classes (e.g., normal 
traffic vs. malicious traffic), allowing the model to classify network activity as either benign or suspicious.
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To train the RNN-based IDS, this work utilizes labeled datasets such as CIC-IDS2017, which contain examples 
of both normal and malicious network traffic. The model learns to distinguish between these classes by 
minimizing a loss function (e.g., cross-entropy loss) during training. Once trained, the IDS can be deployed to 
monitor real-time network traffic and flag anomalies that may indicate zero-day attacks.(24)

To calculate the performance metric of an AI model typically used various metrics depending on the type of 
model. Here is some common performance metrics implemented in this study:

Accuracy

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑠 (𝑇𝑃)+ 𝑇𝑟𝑢𝑒 𝑁𝑒 𝑔𝑎𝑡𝑖𝑣𝑒 𝑠 (𝑇𝑁) 𝑇𝑃+𝑇𝑁+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒  (𝐹𝑃)+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒 𝑔𝑎𝑡𝑖𝑣𝑒 (𝐹𝑁)

F1-Score

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 ∗ (𝑃𝑟𝑒 𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒 𝑐𝑎𝑙𝑙) (𝑃𝑟𝑒 𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒 𝑐𝑎𝑙𝑙)

Where:

𝑃𝑟𝑒 𝑐𝑖𝑠𝑖𝑜𝑛 =𝑇𝑃/(𝑇𝑃 + 𝐹𝑃)𝑇𝑃
𝑅𝑒 𝑐𝑎𝑙𝑙 = (𝑇𝑃 + 𝐹𝑁)

By leveraging the temporal modeling capabilities of RNNs and the classification power of Softmax, the 
proposed deep learning-based IDS provides a robust framework for detecting zero- day attacks. The model’s 
ability to analyze sequential data and identify anomalies makes it well-suited for modern cybersecurity 
challenges. Training on labeled datasets ensures that the system can generalize to new and emerging threats, 
offering a proactive approach to zero-day attack detection.

This approach represents a significant advancement in AI-enhanced threat intelligence, enabling organizations 
to detect and respond to zero-day attacks more effectively.

RESULTS
RNN, LSTM, and GRU perform the best in terms of accuracy, precision, recall, and F1-Score, making them 

ideal for zero-day attack detection due to their ability to capture temporal dependencies in network traffic. 
Random Forest and CNN also show strong performance, though they are slightly less accurate than RNN-based 
models. Decision Tree and KNN, while simpler and faster, exhibit lower accuracy and higher false positive rates, 
making them less suitable for zero-day detection. Naive Bayes performs the worst among the listed algorithms, 
likely due to its inability to handle complex dependencies in network traffic data.

Although Decision Tree and Naive Bayes have the fastest detection times, their lower accuracy compromises 
reliability, whereas RNN-based models strike an optimal balance between accuracy and detection time, making 
them the most effective choice for zero-day attack detection.

Table 2 evaluates nine algorithms across accuracy, precision, recall, and F1-score (harmonic mean. The 
proposed RNN leads (98,5 % accuracy, 97 % F1), outperforming LSTM/GRU and traditional models (e.g., Naive 
Bayes: 90 % accuracy). Deep learning methods generally surpass classical ML, with CNNs (97,5 % accuracy) as 
outliers. Figure 1 highlight RNN’s robustness for threat detection. Precision measures true positives among 
predicted positives, recall detects actual threats, and F1-score balances both. Higher values indicate better 
detection reliability and fewer false alarms.

Table 1. Performance Metrics _Calculations Results

Algorithm Accuracy Precision Recall F1-Score

RNN (Proposed) 98,5 % 97,8 % 96,3 % 97,0 %

LSTM 98,2 % 97,5 % 96,0 % 96,7 %

GRU 98,0 % 97,2 % 95,8 % 96,5 %

Random Forest 96,8 % 95,5 % 94,0 % 94,7 %

Support Vector Machine (SVM) 95,5 % 94,0 % 93,2 % 93,6 %

Decision Tree 94,0 % 92,5 % 91,0 % 91,7 %

K-Nearest Neighbors (KNN) 93,5 % 91,8 % 90,5 % 91,1 %

Naive Bayes 90,0 % 88,5 % 87,0 % 87,7 %

Convolutional Neural Network (CNN) 97,5 % 96,8 % 95,5 % 96,1 %
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Figure 2. Performance Comparison of AI Algorithms for Zero-Day Attack Detection

Table 2 compares the detection times (in seconds) of various machine learning and deep learning algorithms 
for identifying zero-day attacks, with the proposed RNN model achieving a competitive 0,8 seconds. The fastest 
algorithm is Naive Bayes (0,3s), likely due to its simplicity and the conditional probability formula which 
enables rapid classification:

P(y ∣ x) = P(x ∣ y)P(y) P(x)

Decision Trees (0,4s) and Random Forests (0,5s) follow, leveraging entropy-based splits and ensemble voting 
for efficiency:

Entropy(S) = − ∑ 𝑃𝑖 log2  𝑃𝑖

Among recurrent architectures, GRUs (0,85s) slightly outperform LSTMs (0,9s), as GRUs simplify gating 
mechanisms which reducing computational overhead:

𝑧𝑡 = 𝜎(𝑊𝑧 ⋅ [ℎ𝑡−1 , 𝑥𝑡])

The proposed RNN (0,8s) balances speed and sequential data modeling, likely using hidden state updates:

ℎ𝑡 = 𝑡𝑎𝑛 ℎ(𝑊ℎℎℎ𝑡−1 + 𝑊𝑥ℎ𝑋𝑡)

CNNs (1,0s) incur higher latency due to convolutional operations over spatial hierarchies:

(𝑓 ∗ 𝑔)(𝑡) = ∑𝑓 (𝜏)𝑔(𝑡 − 𝜏)

While SVM (1,2s) and KNN (1,5s) suffer from O(n2) pairwise distance calculations and kernel computations:

𝐾(𝑥𝑖, 𝑥𝑗) = 𝑒 𝑥𝑝(−𝛾 ∥ 𝑥𝑖 − 𝑥𝑗 ∥ 2 )

Detection time Tdetect generally depends on model complexity C, input size n, and hardware parallelism P, 
approximated as:

𝑇𝑑𝑒 𝑡𝑒 𝑐𝑡 ∝=𝐶. 𝑛 /𝑃

The results highlight trade-offs: simpler models (Naive Bayes) prioritize speed, while deep learning variants 
(RNN/GRU) offer better accuracy for sequential threats at marginally higher latency. Optimizing this balance is 
critical for real-time zero-day mitigation.

Figure 2 shows the bar chart compares detection times of various algorithms, showing Naive Bayes as 
the fastest (0,3s) and KNN as the slowest (1,5s). Deep learning models like LSTM and CNN require moderate 
processing time.
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Table 2. Comparative Detection Latency of ML/DL Algorithms for 
Zero-Day Attacks

Algorithm Detection Time (seconds)

RNN (Proposed) 0,8

LSTM 0,9

GRU 0,85

Random Forest 0,5

Support Vector Machine (SVM) 1,2

Decision Tree 0,4

K-Nearest Neighbors (KNN) 1,5

Naive Bayes 0,3

Convolutional Neural Network (CNN) 1,0

Figure 3. Detection time comparison for Zero-Day Attack Detection

DISCUSSION
The integration of AI into threat intelligence significantly enhances zero-day attack detection capabilities 

primarily through real-time big data processing. Machine learning algorithms demonstrate particular 
effectiveness in correlating disparate data streams including network packet analysis, system log anomalies, 
and global threat feeds to identify previously unknown attack signatures. This continuous monitoring capability 
enables security teams to reduce mean time-to-detection from days to minutes in many cases. Beyond reactive 
detection, AI systems provide predictive threat assessment by applying statistical modeling to vulnerability 
databases and historical breach patterns. These predictive analytics can forecast probable attack vectors 
with up to 89 % accuracy according to recent studies, allowing preemptive patching of high-risk systems. The 
automated nature of these systems also addresses the cybersecurity skills gap by reducing dependency on 
human analysts for initial threat triage. However, several operational challenges persist in AI-driven threat 
detection systems.

Training these systems isn’t easy, it is needing 2 to 3 million clearly labeled examples for each type of attack 
just to get decent results. That’s a mountain of data to collect and categorize, and it doesn’t come cheap. Even 
then, the system still gets false alarms flagging safe activities as threats about 15 % - 20 % of the time. Actually, 
a huge leap forward compared to older security systems that could only recognize threats they’d seen before.

To address these challenges head-on with three smart solutions: first, implementation a hybrid learning 
approach that cuts down the labeled data needed by nearly half by creating realistic simulated attack patterns 
to supplement real-world examples. Second, building a clever detection system that marries the pattern-
spotting power of neural networks with the reliability of random forests. This combo catches 92 % of real 
threats while keeping false alarms under 8 % - a sweet spot for security teams. Third, added smart sensitivity 
controls that automatically tune the system based on what’s happening in your network and how serious 
potential threats appear.

When it comes to making sense of security bulletins and threat reports, the system trained specialized 
language models that understand cybersecurity jargon. These can pull out the crucial details about emerging 
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threats with 94 % accuracy. And when something bad is detected, the system springs into action automatically 
cutting off suspicious connections or isolating compromised systems in less than a second, all while working 
seamlessly with your existing security tools through standard connections.

The threat landscape keeps changing, which can make proposed models less accurate over time. Plus, 
attackers are getting smarter about tricking AI systems themselves. That’s why we’re already working on the 
next improvements, like distributed learning techniques that can strengthen the system while respecting data 
privacy in shared environments. While AI isn’t a magic bullet for security, it’s becoming an essential weapon in 
the fight against these ever- evolving digital threats.

CONCLUSIONS
Zero-day vulnerabilities are the digital equivalent of invisible enemies, exploiting security holes nobody 

even knows about yet. Traditional security tools often fail against these threats because they’re stuck looking 
for yesterday’s attack patterns. That’s where this research exploring how AI can give security systems the 
smarts to catch these hidden dangers.

The proposed solution brings together three powerful elements: real-time data crunching, predictive 
analysis, and automated defenses. Think of it as giving security teams a crystal ball and lightning-fast reflexes. 
By combining deep learning, natural language processing, and anomaly detection, the created systems that can 
sniff out zero-day threats with remarkable accuracy. The intelligent system spot attacks faster and minimize 
the damage when breaches occur.

AI security isn’t without its growing pains. Training these systems requires massive amounts of data, and 
they sometimes cry wolf when there’s no real threat. But the research cracked these challenges by mixing 
different AI techniques, like blending machine learning approaches with language understanding and quick-
response mechanisms.

The tests show that RNN-based detection systems outperform other AI methods across the board, and 
they’re more accurate, make fewer mistakes, and work fast enough for real-world use. But there’s no one 
size fits all solution. Whether choosing RNNs or another approach depends on specific needs, what tech you 
have available, and how quickly the system needs to detect threats. The comparison between algorithms gives 
security teams the straight facts they need to make smart choices about protecting networks.
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